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Abstract
Motivation: Macrocyclic peptides hold great promise as therapeutics targeting intracellular proteins. This stems from their remarkable ability to 
bind flat protein surfaces with high affinity and specificity while potentially traversing the cell membrane. Research has already explored their 
use in developing inhibitors for intracellular proteins, such as KRAS, a well-known driver in various cancers. However, computational approaches 
for de novo macrocyclic peptide design remain largely unexplored.
Results: Here, we introduce HELM-GPT, a novel method that combines the strength of the hierarchical editing language for macromolecules 
(HELM) representation and generative pre-trained transformer (GPT) for de novo macrocyclic peptide design. Through reinforcement learning 
(RL), our experiments demonstrate that HELM-GPT has the ability to generate valid macrocyclic peptides and optimize their properties. 
Furthermore, we introduce a contrastive preference loss during the RL process, further enhanced the optimization performance. Finally, to 
co-optimize peptide permeability and KRAS binding affinity, we propose a step-by-step optimization strategy, demonstrating its effectiveness in 
generating molecules fulfilling both criteria. In conclusion, the HELM-GPT method can be used to identify novel macrocyclic peptides to target 
intracellular proteins.
Availability and implementation: The code and data of HELM-GPT are freely available on GitHub (https://github.com/charlesxu90/helm-gpt).

1 Introduction
Current drugs are estimated to effectively target only 20% of 
all disease-relevant human proteins, with the majority of the 
remaining proteins primarily engaged in intracellular pro
tein–protein interactions (Buyanova and Pei 2022). These 
proteins are conventionally considered “undruggable,” be
cause they do not contain well-defined binding pockets for 
small molecules and are inaccessible to biologics, such as 
antibodies, due to the obstacle of the cell membrane 
(Buyanova and Pei 2022). KRAS is an example, which is an 
important target in cancer. It was initially considered undrug
gable due to its lack of suitable binding pockets and its intra
cellular location (Yang et al. 2022). A promising new class of 
therapeutics, macrocyclic peptides, are changing the game. 
Macrocyclic peptides are capable of binding to flat protein 
surface with high affinity and specificity and have the poten
tial to pass through the cell membrane by passive diffusion 
(Buyanova and Pei 2022). They have emerged as an alterna
tive kind of therapeutics for targeting such proteins in recent 
years (Buyanova and Pei 2022).

Structure-based methods were developed to design macro
cyclic peptides with target binding affinity (Mulligan et al. 

2021) and cell membrane permeability (Bhardwaj et al. 
2022) alone, but not together. While generative models have 
revolutionized small molecule design (Meyers et al. 2021, Xu 
et al. 2024) and even shown promise in protein design 
(Strokach and Kim 2022, Xu et al. 2023), their application to 
macrocyclic peptides remains unexplored. Macrocyclic pepti
des contain non-natural amino acids and chemical bonds to 
cyclize linear peptides, defying full representation by mere 
amino acid sequences. Existing small molecule design meth
ods often rely on the simplified molecular input line entry sys
tem (SMILES) or molecular graphs (Meyers et al. 2021). 
Though technically these methods can be applied to design 
macrocyclic peptides, they primarily thrive in the realm of 
smaller, simpler molecules, neglecting the specific challenges 
of peptide synthesis (Mulligan 2020). Macrocyclic peptides 
are usually synthesized through the one-by-one incorporation 
of natural or non-natural amino acids, and are followed by 
reactions to cyclize peptides (Qian et al. 2015). Generative 
models exploring SMILES or molecular graph space often 
generate an abundance of unsynthesizable molecules, hinder
ing their usefulness for peptide design. Exploring such vast 
molecular spaces risks generating an overabundance of 
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unsynthesizable peptides, ultimately resulting in fruitless wet- 
lab experiments.

In the realm of bio-therapeutics, a universal language is essen
tial for capturing the intricate details of these complex mole
cules. The hierarchical editing language for macromolecules 
(HELM), originating from Pfizer in 2012 (Zhang et al. 2012), 
has become a widely adopted standard for representing various 
biotherapeutics, including peptides, RNA, RNA-peptide 
conjugates, antibody-drug conjugates, and even macrocyclic 
peptides (Li et al. 2023). HELM first defines the fundamental 
units–natural and non-natural amino acids–as monomers and 
then assembles them into sequences, known as simple polymers. 
Simple polymers can be linked through monomer bonds, form
ing intricate structures, called complex polymers. This allows 
HELM to represent a wide range of macromolecules with 
varying complexities. HELM offers a compact yet precise 
representation, as illustrated in Fig. 1a. This clarity makes it 
ideal for public databases, like ChEMBL (Mendez et al. 2019), 
and pharmaceutical companies around the globe.

This study presents the development of a method called 
HELM-GPT for designing macrocyclic peptides. The input 
sequence representation for this method is HELM, which is 

used with a generative pre-trained transformer (GPT) model 
(Radford et al. 2018), as shown in Fig. 1a and b. The GPT 
model is pre-trained on HELM sequences from the ChEMBL 
database (Mendez et al. 2019) to learn the HELM rules and 
then fine-tuned on high-scoring molecules for reinforcement 
learning (RL). To convert the HELM of a cyclic peptide into 
SMILES, which is the common input for the prediction of 
molecular properties, a HELM-to-SMILES conversion tool is 
developed, as shown in Fig. 1c. To finetune the HELM-GPT 
model and generate HELM sequences with desirable proper
ties, a new contrastive preference learning (CPL) loss is pro
posed in combination with the Reinvent loss (Olivecrona 
et al. 2017, Hejna et al. 2024). One focus of the experiments 
is to design macrocyclic peptides targeting the intracellular 
protein KRAS. Predictive models are built to predict the cell 
permeability and KRAS binding affinity of the cyclic pepti
des, and these predictors guide the GPT model to generate 
HELM sequences with improved properties. The results dem
onstrate that the HELM-GPT model generates valid HELM 
sequences with high novelty. The HELM-GPT agent models 
in RL trained with both the CPL and the Reinvent loss 
display state-of-the-art performance in optimizing cell 

Figure 1. Overview of the HELM-GPT pipeline. (a) The HELM and the simplified molecular input line entry system (SMILES) representations of an 
example molecule, with the corresponding graph presentation presented. The monomers of the HELM can be predefined synthesizable non-natural 
amino acids. HELM is converted to SMILES for evaluation by predictive models, which requires SMILES as input to obtain the molecular features. (b) 
Illustration of the HELM-GPT architecture. It is a Transformer decoder with eight decoder blocks. The HELM sequences are tokenized to serve as input 
for the GPT, which is trained through the next token prediction. (c) Overview of the HELM-GPT workflow. A generative model was used to generate 
HELM sequences, which were then converted to SMILES to serve as input for predictive models. The scores of the predictive model serve as the 
feedback to update the generative model to increase the likelihood of generating the HELM sequences with desirable scores. (d) The workflow to 
pretrain and finetune the prior model, which is used to initiate the agent in RL. (e) Illustration of the RL process to train the agent model. During each RL 
step, the agent model is used to generate a batch of HELM sequences, which are then evaluated by the prior model and the property predictor to 
calculate the prior likelihoods and the property scores. The prior likelihood and the property scores are combined to update the likelihood of the agents to 
generate the HELM sequences. (f) The performance of the HELM-GPT model for macrocyclic peptide permeability optimization. HELM-GPT was able to 
achieve the best performance, though it is constrained into the HELM space with predefined monomers. The HELM-GPT model trained with added 
contrastive preference learning (CPL) loss has an enhanced target property optimization performance than the agent trained only with the Reinvent loss. 
GA, genetic algorithm; LSTM, long-short term memory.
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permeability and KRAS binding affinity. In order to resolve 
the challenge of co-optimizing binding affinity and cell per
meability, a step-by-step optimization strategy is proposed, 
which demonstrated its effectiveness in generating molecules 
that meet both requirements. Given the wide use of HELM in 
representing macromolecules, the HELM-GPT method has 
the potential for widespread application in de novo macro
molecule therapeutic discovery.

2 Results
2.1 Generating valid peptides using GPT
To generate macrocyclic peptides containing non-natural amino 
acids using GPT, it is crucial to establish a sequential representa
tion for peptides. Upon reviewing the literature on macrocyclic 
peptides, we have identified five common sequence representa
tions, namely HELM (Zhang et al. 2012), SMILES (Weininger 
1988), amino acid sequence, and two other sequence represen
tations (Rezai et al. 2006a,b). Although SMILES is extensively 
used for chemical compounds, it is not succinct in representing 
peptides. On the other hand, amino acid sequence and other se
quential representations are concise but incapable of represent
ing intricate peptides that involve non-natural amino acids and 
chemical bonds that cyclize linear peptides. HELM presents a 
balance between compact and comprehensive, as shown in  
Fig. 1a, and was selected as the appropriate peptide representa
tion for this study.

To train a GPT model on HELM sequences, we gathered 
HELM sequences from three sources. We acquired 22 040 
HELM sequences from the ChEMBL database (Mendez et al. 
2019) and an additional 7451 sequences from the 
CycPeptMPDB database (Li et al. 2023). Furthermore, we 
selected 226 HELM sequences of KRAS-related peptides from 
patents to augment our dataset. These collected sequences were 
utilized to train our GPT prior models. A GPT model was 
pretrained on the ChEMBL dataset, and subsequently fine- 
tuned on either the CycPeptMPDB dataset or a combined 
dataset containing both KRAS and CycPeptMPDB sequences 
for downstream tasks.

We used Moses metrics (Polykovskiy et al. 2020) and the 
synthetic accessibility score (SAscore) (Blaschke et al. 2020) 
to assess the performance of GPT models. Five Moses metrics 
(Polykovskiy et al. 2020) were used, including validity, 
uniqueness, novelty, diversity, and similarity to a nearest 
neighbor (SNN). Details of the metrics are described in 
Supplementary Method Subsection S3.2. Validity measures 
the fraction of valid molecules among 1000 generated HELM 
sequences. Uniqueness measures the fraction of unique mole
cules among all the valid ones. Novelty measures the fraction 
of molecules that are not present in the training set among 
the unique generated molecules. Diversity is calculated as one 
minus the average Tanimoto similarity between any pair of 

generated molecules. SNN measures the similarity of the gen
erated molecules to the training molecules. Since these met
rics require SMILES as input, we devised functions to convert 
HELM sequences into SMILES using RDKit (Landrum et al. 
2013). Our monomer library of 3104 monomers was con
structed by consolidating the ones from ChEMBL, 
CycPeptMPDB, and KRAS HELMs. Subsequently, we de
vised an algorithm to generate the molecule corresponding to 
a HELM sequence using the peptide monomers. Finally, we 
used RDKit to obtain the canonical SMILES of the generated 
molecules. In total, 1000 molecules were sampled from the 
ChEMBL dataset as a baseline, while 1000 molecules were 
sampled from the GPT models in evaluation.

Table 1 displays the assessment results of the HELM-GPT 
prior models. The model pretrained on the ChEMBL dataset 
exhibits a validity rate of 70.8%, a uniqueness rate of 89.0%, 
and a high novelty score of 88.9%. Furthermore, it shows a 
similar diversity and SAscore to the baseline sequences. In addi
tion, the model showcases a high similarity to the training data
set, with a SNN score of 0.750. This suggests that the GPT 
model effectively grasps the HELM rules, generates valid 
HELM sequences, and understands the property distributions 
of the training sequences in the HELM space. Fine-tuning the 
HELM-GPT model on task-specific datasets leads to further 
enhancements in validity (83.9% and 100.0%, respectively) 
and uniqueness (91.3% and 100.0%, respectively). These fine- 
tuned models then served as prior models for subsequent opti
mization tasks.

2.2 Cell permeability optimization
In this study, our objective is to develop cyclic cell-penetrating 
peptides. To assess the permeability of a peptide, we have con
structed a regression model using the CycPeptMPDB dataset (Li 
et al. 2023). This dataset comprises 7451 cyclic peptides, each 
with a recorded membrane permeability value on a log scale. A 
permeability of >−6 is considered high, while values <−6 are 
deemed low. Out of the total peptides, 5113 have high perme
ability, while 2338 have low permeability. Both the HELM and 
SMILES representations are available for these peptides, but for 
the purpose of building predictive models, we have utilized the 
SMILES representation as the input.

In order to build predictive models for molecules, we have 
explored various popular representations, including finger
prints and descriptors, molecular graphs, molecular images, 
and SMILES sequences. We evaluated state-of-the-art meth
ods for each representation, as depicted in Fig. 2b. Among 
these methods, GINE, Mole-BERT, ResNet, and SMILES- 
BERT are pretrained methods, while GPS, MGT, and 
GraphMLPMixer are specifically designed for long-range 
graphs such as the molecular graphs of peptides. The results 
of these predictive models are displayed in Fig. 2a. Contrary 
to our initial expectations, graph-based methods did not 

Table 1. Evaluation of HELM-GPT prior models.a

Model Validity Uniquenesss Diversity SNN Novelty SAscore

BaselineChEMBL 1.000 1.000 0.768 1.000 0.000 0.551
PriorChEMBL 0.708 0.890 0.740 0.750 0.889 0.564
PriorCycPeptMPDB 0.839 0.913 0.595 0.975 0.461 0.438
PriorKRASþCycPeptMPDB 1.000 1.000 0.499 0.957 0.400 0.450

a The best scores are highlighted in bold. BaselineChEMBL is 1000 molecules randomly sampled from the ChEMBL dataset. PriorChEMBL, PriorCycPeptMPDB, 
and PriorKRASþCycPeptMPDB are the HELM-GPT prior models pretrained on ChEMBL, fine-tuned on CycPeptMPDB, or fine-tuned on both KRAS and 
CycPeptMPDB datasets; 1000 molecules were sampled for evaluation. The HELM-GPT models can generate valid HELM sequences. SNN, similarity to a 
nearest neighbor, SAscore, synthetic accessibility score.
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demonstrate the highest performance on this task. Instead, a 
random forest model utilizing fingerprints and descriptors as 
features exhibited robust performance compared to the 
others. Long-range graph methods yielded competitive 
results, while SMILES and image-based methods under- 
performed in this context. Our analysis of the random forest 
model further revealed the significance of molecular descrip
tors, such as electrotopological state van der Waals surface 
area (EState_VSA) and the Wildman-Crippen logarithm of 
partition coefficient (MolLogP), as important features in the 
predictive model. Having conducted this analysis, we subse
quently built a random forest model for permeability predic
tion. This model yielded a Spearman correlation coefficient 
of 0.82 on the test dataset. Figure 2c displays a scatter plot il
lustrating the relationship between the experimental perme
ability and the predicted permeability within the test dataset.

Then, we trained the HELM-GPT model specifically for 
generating cell-penetrating peptides. The GPT model was 
first fine-tuned on the CycPeptMPDB data and then further 

fine-tuned on the top 1000 molecules from the training data
sets with the highest predicted permeability scores to serve as 
the prior model for the downstream RL process. The RL pro
cess was utilized to increase the likelihood of generating mol
ecules with high permeability scores. The Reinvent loss 
(Olivecrona et al. 2017), a traditional loss used to update the 
agent in molecular optimization, was utilized in this process. 
We observed that this loss updates the likelihoods based on 
the predicted scores, without considering the pairwise prefer
ences. So, we introduced a new loss term called contrastive 
preference learning (CPL) loss to include the pairwise prefer
ences (Hejna et al. 2024). This loss would enable us to de
crease the likelihood of molecules with undesirable scores by 
comparing the predicted scores of pairs of molecules and 
assigning binary preferences. The training curve of the agent 
model using the combined loss is depicted in Fig. 2f. 
Remarkably, within just 150 steps, the agent model success
fully generated molecules with high predicted permeability. 
The permeability and synthetic accessibility distributions of 

Figure 2. Optimizing cell permeability of macrocyclic peptides with HELM-GPT. (a) Comparison of predictive models for cell permeability prediction. 
Random forest model with fingerprints and descriptors as features showed a robust performance and was used in downstream tasks. (b) Classification 
of the predictive models evaluated. Fingerprints, descriptors, molecular graph, molecular image, and SMILES were evaluated as features. The state-of- 
the-art models were evaluated and compared. (c) Scatter plot of the predicted permeability and experimental permeability of macrocyclic peptides in the 
test dataset. The final predictive model achieved a Spearman correlation of 0.82. (d and e) The distribution of predicted permeability and synthetic 
accessibility of the molecules generated by the prior models. In total, 1000 molecules sampled from the ChEMBL database were evaluated as the 
baseline. (f) The mean predicted permeability of HELM-GPT generated molecules during the permeability optimization process. The model was able to 
generate molecules with high predicted permeability in 150 steps. (g and h) The distribution of predicted permeability and synthetic accessibility of the 
molecules generated by the final agent models in comparison to the prior models. The permeability curve was shifted towards higher permeability, while 
the synthetic accessibility was slightly decreased.
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the prior models and the agent model in the final step are il
lustrated in Fig. 2g and h, respectively. The agent model 
shifted the permeability distribution toward high permeabil
ity, while the synthetic accessibility slightly decreased. The ef
fect of the CPL loss was also analyzed. Adding the CPL loss 
results a change in the log likelihoods which is positively re
lated to the predicted permeability (r¼0.06).

To evaluate the models’ performance in permeability opti
mization, we used mean predicted permeability, SAscore, and 
three metrics from the Moses benchmark (novelty, diversity, 
and SNN) for comparison. We used 1000 random molecules 
from the ChEMBL dataset and 1000 molecules with the high
est permeability from the ChEMBL and CycPeptMPDB data
set as baselines for comparison. The prior models and three 
other molecular optimization methods, SMILES genetic algo
rithms (GA) (Yoshikawa et al. 2018), Graph GA (Jensen 
2019), and SMILES long short-term memory (LSTM) hill 
climbing (HC) (Neil et al. 2018), were assessed based on 
these metrics. SMILES GA evolves SMILES representations 
by introducing mutations following the SMILES context-free 
grammar. Graph GA evolves molecules at the graph level. 
SMILES LSTM HC uses LSTM as the policy network of the 
RL agent and optimizes the generation through iterative fine- 
tuning, using the best candidates from previous generations. 
The metrics were calculated based on the 1000 molecules 
with the highest permeability scores generated by these meth
ods. It is worth noting that these three methods explore the 
SMILES or molecular graph space, and the molecules gener
ated by them are not limited to peptides.

The comparison of these methods’ performance in perme
ability optimization is presented in Table 2. Despite being 
constrained by the HELM space, HELM-GPT with Reinvent 
and CPL loss (HELM-GPTReinventþCPL) achieved the highest 
performance in terms of permeability and novelty. SMILES 
GA, Graph GA, and SMILES LSTM HC showed superior 
performance in terms of diversity, which is understandable 
because they explore a wider chemical space compared to the 
HELM-GPT methods, which are constrained by predefined 
monomers. We expected the SAscores of the HELM-GPT- 
generated molecules to be higher since the monomers are pre
defined and synthesizable. However, we observed that 
SMILES GA, Graph GA, and SMILES LSTM HC achieved 
slightly better SAscores than the HELM-GPT methods. We 
suspect that the SAscore model, originally built for small mol
ecules, may not be well suited to evaluate larger molecules 
such as cyclic peptides. In addition, SMILES GA, Graph GA, 
and SMILES LSTM HC tended to have better SNN than 
HELM-GPT models, which can be attributed to the greedy 
exploration process in these methods. The molecules with the 

highest permeability in the training dataset were used to gen
erate the next generations in these methods, resulting in the 
final best molecules having high similarity to the original 
best candidates.

From this permeability optimization task, we observed that 
HELM-GPT successfully generated cyclic peptides with high 
novelty and predicted permeability scores. This capability 
would enable the model to explore the HELM space and de
sign novel biotherapeutics for specific targets.

2.3 KRAS binding affinity optimization
In the next task, our objective was to generate peptide bind
ers to KRAS using HELM-GPT. However, before we could 
proceed with designing these peptides, we first needed to 
build a predictor that could assess the binding affinities of 
peptides against KRAS. To build this predictor, we collected 
data on the KRAS Kd values of 2757 peptides from a patent 
(Kawada et al. 2023). The Kd values were then converted 
into a logarithm scale for modeling. Once we had the data in 
place, we evaluated various predictive models using different 
input types such as fingerprints, descriptors, molecular 
graphs, molecular images, and SMILES sequences. The 
results of these evaluations are displayed in Fig. 3a. It was 
found that the XGBoost model using fingerprints as inputs 
achieved the best performance, although long-range graph 
models like GraphMLPMixer also performed well, albeit 
slightly inferior to XGBoost. We selected the XGBoost model 
as our predictor, and evaluated its performance on test data
sets. The scatter plot of the model’s performance on the test 
datasets is shown in Fig. 3b. The final regression model 
achieved a strong Spearman correlation coefficient of 0.82.

To fine-tune the HELM-GPT model for generating pepti
des with high KRAS Kd values, we used RL with the regres
sion model serving as feedback. The HELM-GPT model was 
first fine-tuned on the KRAS and CycPeptMPDB dataset, and 
subsequently fine-tuned on a subset of 1000 molecules with 
the highest predicted Kd values from the training dataset. 
During RL, similar to the permeability optimization task, we 
trained the agent models using both the Reinvent loss and the 
CPL loss. The learning curve of the agent model during the 
first 300 steps is depicted in Fig. 3d. Within 100 steps, the 
model was able to generate molecules with low KRAS Kd 

scores. The distribution curves of synthetic accessibility and 
KRAS Kd scores are shown in Fig. 3e and f, respectively. Both 
the synthetic accessibility and KRAS Kd scores shifted into 
the desirable region, with an increase in synthetic accessibility 
and a decrease in KRAS Kd scores.

To evaluate the performance of the HELM-GPT models, we 
compared the mean KRAS Kd score, the mean SAscore, and 

Table 2. Comparison of methods on macrocyclic peptide cell permeability optimization.a

Model Predicted permeability SAscore Novelty Diversity SNN

BaselineChEMBL −7.104 0.551 0.000 0.768 1.000
BaselineBest −4.787 0.375 0.000 0.654 1.000
PriorChEMBL −7.963 0.564 0.889 0.740 0.750
PriorCycPeptMPDB −6.579 0.438 0.461 0.595 0.975
SMILES GA −4.720 0.382 0.315 0.667 0.922
Graph GA −4.648 0.412 0.573 0.659 0.818
SMILES LSTMHC −4.589 0.336 0.588 0.593 0.809
HELM-GPTReinventþCPL −4.414 0.314 1.000 0.368 0.772
HELM-GPTReinvent −4.416 0.314 0.999 0.379 0.774

a The best scores from the methods are highlighted in bold. The best scores from the baselines and prior models are also highlighted as a reference. 
SAscore, synthetic accessibility score; SNN, similarity to a nearest neighbor.
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three Moses metrics with other three methods, as done in the 
permeability optimization task. The baselines consisted of 1000 
random peptides from the CheEMBL dataset and 1000 peptides 
with the best KRAS Kd scores from the KRAS, ChEMBL, and 
CycPeptMPDB datasets. In addition, the top-performing mole
cules generated by the three molecular optimization methods 
(SMILES GA, Graph GA, and SMILES LSTM HC) were evalu
ated. For the HELM-GPT models, the metrics were calculated 
based on the evaluation of 1000 molecules with the highest 
KRAS Kd scores explored by each agent model.

The results of the comparisons are presented in Table 3. All 
of the molecular optimization methods were successful in opti
mizing the KRAS Kd scores, generating molecules with lower 

averaged KRAS Kd scores than the best 1000 candidates in the 
training dataset. The HELM-GPT models achieved competitive 
performance in terms of KRAS Kd scores, ranking second after 
the Graph GA method. In addition, HELM-GPTReinventþCPL 
generally outperformed HELM-GPTReinvent on most metrics, ex
cept for diversity. This superiority of HELM-GPTReinventþCPL 
suggests that the CPL loss is beneficial for training GPT models 
in the property optimization task. It is worth noting that 
SMILES GA and Graph GA achieved good performance on the 
binding optimization task. However, SMILES GA explores the 
SMILES space and Graph GA explores the molecular space, 
this will produce large portions of molecules that are not synthe
sizable based on current experimental technology. HELM-GPT 

Figure 3. Optimizing KRAS binding affinity of peptides with HELM-GPT. (a) Comparison of predictive models for KRAS Kd prediction. XGBoost model 
with fingerprints as features showed a robust performance and was used in downstream tasks. (b) Scatter plot of the predicted and experimental Kd 

values of macrocyclic peptides in the test dataset. The model achieved a Spearman correlation of 0.82. (c) The distribution of predicted KRAS Kd values of 
the molecules generated by the prior models. (d) The mean KRAS Kd values of HELM-GPT generated molecules during the affinity optimization process. 
The model was able to generate molecules with low predicted KRAS Kd within 100 steps. (e and f) The distribution of synthetic accessibility and KRAS Kd 

values of the molecules generated by the final agent models in comparison to the prior models. The synthetic accessibility curve was shifted towards 
higher synthetic accessibility. The KRAS Kd curve was shifted towards lower KRAS Kd values, meaning an increase in KRAS binding affinity.

Table 3. Comparison of methods for KRAS-binding cyclic peptide generation.a

Model Predicted KRAS Kd SAscore Novelty Diversity SNN

BaselineChEMBL 1.257 0.551 0.000 0.768 1.000
BaselineBest 0.549 0.552 0.000 0.821 1.000
PriorChEMBL 2.316 0.564 0.889 0.740 0.750
PriorKRASþCycPeptMPDB 1.553 0.450 0.400 0.499 0.957
SMILES GA 0.065 0.477 0.978 0.851 0.350
Graph GA −1.855 0.464 1.000 0.485 0.163
SMILES LSTMHC 0.319 0.484 0.969 0.560 0.596
HELM-GPTReinventþCPL 0.038 0.547 1.000 0.301 0.615
HELM-GPTReinvent 0.180 0.508 1.000 0.406 0.610

a The best scores from the methods are highlighted in bold. The KRAS Kd score of HELM-GPTReinventþCPL is underlined, which ranked the second. The 
best scores from the baselines and prior models are also highlighted as a reference. SAscore, synthetic accessibility score; SNN, similarity to a 
nearest neighbor.

6                                                                                                                                                                                                                                           Xu et al. 
D

ow
nloaded from

 https://academ
ic.oup.com

/bioinform
atics/article/40/6/btae364/7691994 by King Abdullah U

niversity of Science and Technology user on 18 Septem
ber 2024



is constrained to the HELM space with pre-defined synthesiz
able monomers, so the molecules generated will be synthesiz
able. This is an advantage of HELM-GPT in real-world peptide 
design tasks, where the synthetic accessibility of monomers 
is critical.

2.4 Proposing novel peptides targeting 
intracellular KRAS
KRAS is a molecule located within the cell. To develop a 
macrocyclic peptide therapeutic targeting KRAS, the mole
cule needs to pass through the cell membrane and bind to 
KRAS with high affinity. Therefore, an ideal molecule should 
have both high permeability and a low KRAS Kd. In previous 
tasks, we optimized permeability and KRAS Kd individually 
using HELM-GPT. Here, we aim to utilize the capabilities of 
HELM-GPT to generate molecules with high permeability 
and low KRAS Kd simultaneously. We set a permeability 
threshold of >−6.0 and a KRAS Kd threshold of <10 (1.0 in 
logarithm scale).

Intuitively, there are three strategies to generate molecules 
that meet these requirements using HELM-GPT. The first strat
egy is to optimize cell permeability, the second strategy is to op
timize KRAS-binding affinity, and the third strategy is to 
optimize cell permeability and KRAS-binding affinity together. 
We can apply the property thresholds as filters to obtain the 
resulting molecules. However, our experiments showed that al
though HELM-GPT was able to optimize permeability and 
KRAS-binding affinity individually, it was challenging to opti
mize both properties simultaneously. Very few of the explored 
molecules during the optimization of one property were able to 

fulfill the requirements of the other property. For example, dur
ing the optimization of cell permeability, HELM-GPT explored 
294 877 unique molecules, with 287 304 passing the permeabil
ity filter (Fig. 4b). However, only 75 molecules out of the ex
plored ones passed the KRAS-binding affinity filter. Similarly, 
during the optimization of KRAS-binding affinity, only nine 
molecules passed the permeability filter. When the permeability 
and KRAS-binding affinity were co-optimized using HELM- 
GPT, as shown in the right diagram of Fig. 4a, 20 molecules 
were generated that passed both property filters, which was 
more than optimizing KRAS-binding affinity alone and, 
however, fewer than optimizing permeability alone. This is 
potentially due to the difficulty of improving permeability in the 
co-optimization process.

Given the difficulty observed in optimizing both properties 
simultaneously, we proposed a step-by-step optimization ap
proach to generate molecules that pass both filters. We first 
optimized one property, in this case, permeability, and then 
performed the simultaneous optimization of both properties, 
as shown in the left diagram of Fig. 4a. The molecules that 
passed the filters during the permeability optimization were 
collected and used to fine-tune the prior model for down
stream co-optimization. As a result, the HELM-GPT model 
generated 17 273 molecules that passed the two filters, which 
was a 785-fold improvement compared to directly running 
the co-optimization (Fig. 4c). Figure 4d shows three examples 
of molecules that passed the filters, along with their predicted 
permeability and KRAS Kd. Although the predicted property 
scores cannot guarantee good experimental properties, 
generating a large set of molecules that passed the filters 

Figure 4. Proposing novel peptides targeting intracellular KRAS. Four strategies were explored to propose novel peptides targeting intracellular KRAS: 
optimizing permeability along (Perm), optimizing KRAS Kd alone (KRAS), co-optimizing permeability and KRAS Kd (PermþKRAS), and step-by-step 
optimization by first optimizing permeability then optimizing the two property together (step-by-step). (a) Diagrams of the PermþKRAS and the step-by- 
step optimization strategies. A new prior model was finetuned for co-optimization in the step-by-step strategy. (b) Number of the explored molecules 
passed the permeability filter. (c) Number of the explored molecules passed the permeability and KRAS Kd filters. The threshold of permeability is >−6.0, 
and the threshold of KRAS Kd is 10 (1.0 in logarithmic scale). (d) Examples of molecules generated by the step-by-step strategy that passed the 
permeability and the KRAS Kd filters.
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could be useful in designing libraries for identifying molecules 
with favorable experimental properties.

3 Discussion and conclusion
In this study, we developed HELM-GPT, a model for macro
cyclic peptide design. Our results showed that HELM-GPT 
successfully learned the property distributions of the training 
dataset and generated valid HELM sequences. In addition, 
we demonstrated that the model can be trained using RL to 
optimize the properties of generated molecules. To address 
the molecular optimization problem, we introduced a CPL 
loss function, which outperformed the Reinvent approach in 
target property optimization. Despite being constrained by 
the HELM space of predefined monomers, HELM-GPT per
formed competitively with commonly used methods on 
SMILES and molecular graphs, including SMILES GA, 
Graph GA, and SMILES LSTM HC. Moreover, it was able to 
generate molecules with better predicted properties than the 
best molecules in the training datasets. Finally, we proposed 
a step-by-step strategy to co-optimize cell permeability and 
KRAS binding affinity. This strategy showed good results in 
the co-optimization task.

One crucial aspect of applying HELM for biomolecular de
sign is defining the monomer space. For a design project, a 
set of monomers must be selected to suit the intended pur
pose. In our study, we combined monomers from the KRAS 
dataset, the ChEMBL, and CycPeptMPDB database to con
struct our monomer set. As chemical technologies continue to 
advance, it is necessary to expand the set of synthesizable 
monomers to explore additional possibilities.

In our experiments, we discovered that pretraining the 
prior model with molecules possessing desirable properties 
gave the agent model valuable prior knowledge to navigate 
the HELM space. In both the cell permeability and KRAS 
binding affinity optimization tasks, the models fine-tuned on 
molecules with the best properties yielded superior results 
compared to those without the fine-tuning. This improve
ment can be attributed to the learning of monomer preferen
ces during the pretraining process. For tasks involving prior 
knowledge of monomer preferences, we believe that pretrain
ing a HELM-GPT model on HELMs containing such mono
mers would facilitate knowledge transfer to the GPT model.

Another critical consideration when using the HELM-GPT 
approach is building reliable property predictors to guide 
property optimization. High-quality property predictors are 
essential for successful optimization tasks; otherwise, the 
HELM-GPT agent model may generate many false positives.

In the co-optimization of cell permeability and KRAS Kd, 
we encountered difficulties in simultaneously optimizing the 
two properties using HELM-GPT. One potential reason is 
that the two properties are unrelated and possess distinct mo
lecular patterns. To address this issue, we proposed a step- 
by-step strategy, gradually adding one property at a time. 
This step-by-step strategy showed good results in the co- 
optimization of cell permeability and KRAS Kd. We believe 
this strategy can be applied to scenarios involving optimiza
tion of multiple properties beyond two.

Lastly, HELMs can be used to represent various types of 
macromolecules, including peptides, RNAs, RNA-peptide 
conjugates, and antibody-drug conjugates. The dataset for 
these macromolecule therapeutics is expanding (Mendez 
et al. 2019), and deep learning methods for predicting their 

properties are also evolving (Chen et al. 2021). With the ac
cumulating data and the availability of high-quality property 
predictors, we believe that the HELM-GPT method has the 
potential for widespread application in macromole
cule design.

Supplementary data
Supplementary data are available at Bioinformatics online.

Conflict of interest
None declared.

Funding
This work was supported by the King Abdullah University of 
Science and Technology (KAUST) Office of Research 
Administration (ORA) [URF/1/4352-01-01, FCC/1/1976-44- 
01, FCC/1/1976-45-01, REI/1/5234-01-01, REI/1/5414-01- 
01, REI/1/5289-01-01, REI/1/5404-01-01].

Data availability
The HELM-GPT method and the associated data used in this 
article are available on GitHub, https://github.com/char 
lesxu90/helm-gpt.

References
Bhardwaj G, O'Connor J, Rettie S et al. Accurate de novo design of 

membrane-traversing macrocycles. Cell 2022;185:3520–32.e26.
Blaschke T, Ar�us-Pous J, Chen H et al. Reinvent 2.0: an ai tool for de 

novo drug design. J Chem Inf Model 2020;60:5918–22.
Buyanova M, Pei D. Targeting intracellular protein–protein interac

tions with macrocyclic peptides. Trends Pharmacol Sci 2022; 
43:234–48.

Chen X, Li C, Bernards MT et al. Sequence-based peptide identification, 
generation, and property prediction with deep learning: a review. 
Mol Syst Des Eng 2021;6:406–28.

Hejna J, Rafailov R, Sikchi H et al. Contrastive preference learning: 
learning from human feedback without rl. In: Proceedings of the 
International Conference on Learning Representations 
(ICLR), 2024.

Jensen JH. A graph-based genetic algorithm and generative model/ 
Monte Carlo tree search for the exploration of chemical space. 
Chem Sci 2019;10:3567–72.

Kawada H, Takano K, Kotake T et al. A Cyclic Compound with 
Selective Inhibitory Action on KRAS over HRAS and NRAS, 2023. 
https://patents.google.com/patent/US20240158446A1.

Landrum G et al. Rdkit: a software suite for cheminformatics, computa
tional chemistry, and predictive modeling. Greg Landrum 2013; 
8:31.

Li J, Yanagisawa K, Sugita M et al. Cycpeptmpdb: a comprehensive 
database of membrane permeability of cyclic peptides. J Chem Inf 
Model 2023;63:2240–50.

Mendez D, Gaulton A, Bento AP et al. Chembl: towards direct deposi
tion of bioassay data. Nucleic Acids Res 2019;47:D930–40.

Meyers J, Fabian B, Brown N. De novo molecular design and generative 
models. Drug Discov Today 2021;26:2707–15.

Mulligan VK. The emerging role of computational design in peptide 
macrocycle drug discovery. Expert Opin Drug Discov 2020; 
15:833–52.

Mulligan VK, Workman S, Sun T et al. Computationally designed pep
tide macrocycle inhibitors of new delhi metallo-β-lactamase 1. Proc 
Natl Acad Sci USA 2021;118:e2012800118.

8                                                                                                                                                                                                                                           Xu et al. 
D

ow
nloaded from

 https://academ
ic.oup.com

/bioinform
atics/article/40/6/btae364/7691994 by King Abdullah U

niversity of Science and Technology user on 18 Septem
ber 2024

https://academic.oup.com/bioinformatics/article-lookup/doi/10.1093/bioinformatics/btae364#supplementary-data
https://github.com/charlesxu90/helm-gpt
https://github.com/charlesxu90/helm-gpt
https://patents.google.com/patent/US20240158446A1


Neil D, Segler M, Guasch L et al. Exploring Deep Recurrent Models 
with Reinforcement Learning for Molecule Design. In: Proceedings 
of the International Conference on Learning Representations 
(ICLR) Workshop, 2018.

Olivecrona M, Blaschke T, Engkvist O et al. Molecular de-novo design 
through deep reinforcement learning. J Cheminform 2017;9:1–14.

Polykovskiy D, Zhebrak A, Sanchez-Lengeling B et al. Molecular sets 
(moses): a benchmarking platform for molecular generation models. 
Front Pharmacol 2020;11:565644.

Qian Z, Upadhyaya P, Pei D. Synthesis and screening of one-bead-one- 
compound cyclic peptide libraries. Peptide Libraries Methods 
Protoc 2015;1248:39–53.

Radford A, Narasimhan K, Salimans T et al. Improving Language 
Understanding by Generative Pre-training. OpenAI Blog 2018.

Rezai T, Bock JE, Zhou MV et al. Conformational flexibility, internal 
hydrogen bonding, and passive membrane permeability: successful 
in silico prediction of the relative permeabilities of cyclic peptides. J 
Am Chem Soc 2006a;128:14073–80.

Rezai T, Yu B, Millhauser GL et al. Testing the conformational hypoth
esis of passive membrane permeability using synthetic cyclic peptide 
diastereomers. J Am Chem Soc 2006b;128:2510–1.

Strokach A, Kim PM. Deep generative modeling for protein design. 
Curr Opin Struct Biol 2022;72:226–36.

Weininger D. Smiles, a chemical language and information system. 1. 
introduction to methodology and encoding rules. J Chem Inf 
Comput Sci 1988;28:31–6.

Xu X, Xu T, Zhou J et al. Ab-gen: antibody library design with genera
tive pre-trained transformer and deep reinforcement learning. 
Genomics Proteomics Bioinf 2023;21:1043–53.

Xu X, Zhou J, Zhu C et al. Optimization of Binding Affinities 
in Chemical Space with Generative Pretrained Transformer 
and Deep Reinforcement Learning. F1000Research 2024; 
12:757.

Yang J, Zhu Q, Wu Y et al. Utilization of macrocyclic peptides to target 
protein–protein interactions in cancer. Front Oncol 2022; 
12:992171.

Yoshikawa N, Terayama K, Sumita M et al. Population-based de novo 
molecule generation, using grammatical evolution. Chem Lett 
2018;47:1431–4.

Zhang T, Li H, Xi H et al. Helm: A Hierarchical Notation 
Language for Complex Biomolecule Structure Representation. J 
Chem Inf Model 2012;52:2796–806.

# The Author(s) 2024. Published by Oxford University Press.
This is an Open Access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits 
unrestricted reuse, distribution, and reproduction in any medium, provided the original work is properly cited.
Bioinformatics, 2024, 40, 1–9
https://doi.org/10.1093/bioinformatics/btae364
Original Paper

Macrocyclic peptide design with HELM-GPT                                                                                                                                                                         9 

D
ow

nloaded from
 https://academ

ic.oup.com
/bioinform

atics/article/40/6/btae364/7691994 by King Abdullah U
niversity of Science and Technology user on 18 Septem

ber 2024


	Active Content List
	1 Introduction
	2 Results
	3 Discussion and conclusion
	Supplementary data
	Conflict of interest
	Funding
	Data availability
	References


